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Introduction 
Foveal vision for local details in high-resolution
Peripheral vision for global perception of the view

Proposed approach Experimental results & analyses
§ Modelling peripheral vision: a Roadmap § Analyses on learned position- and content-based attentions

Feature transform in machine vision

Imitations of biological design have shown their efficacy in ML
What do we miss in learning visual representation?

Peripheral vision

Convolution: dominant for the last decade – local & static

Self-attention: rising transform in vision – global & dynamic

Pros: requires less training data

Cons: local & static transform

Pros: global & dynamic transform

Cons: require more training data

Modeling peripheral vision naturally resolves the both limitations
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: feature to transform, i.e., query at position 

single-layer(1)

multi-layer(2)

(1) & (2): not desirable; most real-world objects are not rotational symmetric

effectively breaks rotational symmetric 
property while preserving peripheral 
design to a sufficient extent

Performs local/static & global/dynamic transforms in a single-shot
PerViT exploits benefits of both convolution and self-attention

Many of learned attention focuses on central region, processing details
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Perceptron

DeepNets

1-6: relative distances between query and keys ( where    )

Peripheral projections

Peripheral initialization
shallow layers: local attention
deep layers: global attention

§ Peripheral Vision Transformer (PerViT)

§ Model evaluation on ImageNet-1K § Analyses on main components of PerViT

Non-locality measure
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vision

https://arxiv.org/abs/2206.06801
http://cvlab.postech.ac.kr/research/PerViT/
https://github.com/juhongm999/pervit

